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A bit about myself
• 2022-today 

• University of Bristol-–Chief Technology 
Officer (CTO) at Bristol Centre for 
Supercomputing

• 2009-2022 
• Swiss National Supercomputing 

Centre—various roles including CTO, 
head of operations & computer scientist

• 2004-2009 
• Oak Ridge National Laboratory (ORNL) 

Leadership Computing Facility liaison, 
computer scientist and postdoc

• 2000-2004  
• University of Edinburgh PhD Researcher

• 1999-2000  
• Analog Devices Software Engineer

International collaborations

EuroHPC 
LUMI

https://insight.ieeeusa.org/articles/the-art-of-mentoring/



University of Bristol & Isambard Projects
• The University of Bristol is a red brick Russell 

Group research university in Bristol, England. It 
received its royal charter in 1909, although it 
can trace its roots to a Merchant Venturers' 
school founded in 1595 and University College, 
Bristol, which had been in existence since 
1876 [Wikipedia]

• The GW4 (Bath, Bristol, Cardiff and Exeter) 
Isambard project initially set out to prove that a 
new ARM-based technology was relevant to 
supercomputing since 2016

• Bristol Centre for Supercomputing (BriCS) 
has been recently formed for managing 
Isambard Digital Research Infrastructure (DRI) 
projects within the Faculty of Engineering 

https://en.wikipedia.org/wiki/University_of_Bristol


Panel Q: Addressing energy and 
power costs and requirements



Isambard-AI Sustainability Recipes using Modular Data 
Centre, DLC, Energy Efficient Compute, and GHG Costings 



Isambard-AI vs Nvidia DGX SuperPOD
Isambard AI
• Space 

• 5280 GH200 in 12 HPE Cray EX 
compute cabinets

• Power
• ~5MW inclusive of ecosystem 

• TCO
• CapEx ~£200M, TCO ~£300M over 5 

years

• Software stack
• Work in progress (see next slide)

DGX SuperPOD
• Space

• 5,280 GH200 in ~330 compute 
cabinets

• Power
• ~13 MW (40kW per H100 rack)

• TCO
• CapEx >£400M, TCO >£600M over 5 

years

• Software stack
• Nvidia AI and ML optimised stack 

Disclaimer: information is based on publicly available data and ChatGPT responses



Panel Q: Availability of adequate 
computing technology and of 
competent brain ware



AI for Science 
• AI is moving from computer science 

to computational science domains
• AI-aided data collection and curation for 

scientific research
• Learning meaningful representations of 

scientific data
• AI-based generation of scientific 

hypotheses
• AI-driven experimentation and 

simulation

• As size of data and size of models 
grows, capability of AI increases –
leading to emergent capability

• Better understanding of how to 
“right-size” models to data / 
required capability Wang, H., Fu, T., Du, Y. et al. Scientific discovery in the age of 

artificial intelligence. Nature 620, 47–60 (2023). 



Addressing a key challenge—Software Stack for AI

https://www.gov.uk/government/publications/future-of-compute-
review/the-future-of-compute-report-of-the-review-of-independent-
panel-of-expert 

Converged Cloud and HPC software stack of Isambard-AI for 
diverse AI and ML platforms and hybrid workflows  

9

https://www.gov.uk/government/publications/future-of-compute-review/the-future-of-compute-report-of-the-review-of-independent-panel-of-expert
https://www.gov.uk/government/publications/future-of-compute-review/the-future-of-compute-report-of-the-review-of-independent-panel-of-expert
https://www.gov.uk/government/publications/future-of-compute-review/the-future-of-compute-report-of-the-review-of-independent-panel-of-expert


Panel Q: 
Competition with 
Magnificent 7



Will We Run Out of Data? Limits of 
LLM Scaling Based on Human-
Generated Data

https://epochai.org/blog/will-we-run-out-of-data-limits-of-llm-scaling-based-on-human-generated-data



Science is our guide, our anchor—challenge 
is to continue articulating societal benefits



Source: reddit (two AI generated variants of 
horizon dawn )
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